B:O
uﬁhﬂmunma

—Unit

Computational problems in 3DEM
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Biocomputing Unit, National Center of Biotechnology (CSIC), Spain
INSTRUCT associated Image Processing Centre for Microscopy


http://biocomp.cnb.csic.es/
http://www.csic.es/

Biological problem
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Biological problem
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Why do we need image processing?
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In the microscope:
3D information is collapsed
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Why do we need image processing?

In the microscope:
3D information is collapsed

2D information is “blurred”
2D information is corrupted by noise




Why do we need image processing?

Adenovirus




Image Processing Packages: Xmipp

Documentation: http://xmipp.cnb.csic.es
Email: xmipp@cnb.csic.es
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Welcome to the Xmipp wiki

xrnipg, "HWindow-based Microscopy Image Processing Package", (. Struct. Biol. 148, 194-2047 5 &
suite of image processing programs, primarily aimed at single-particle 30D electron microscopy. IF you
hawve used Xmipp inyour work, please cite our papers as given in the ListOfEeferences.

Xmipp current version: 1.1
izetting Started

o |nstallingThesoftware Download Xmipp for free and install it an any UMK-like machine
« Geflingstartedwithxmipg Start working Aght away with your own data
o GuidedDemos Or follow the more detailed introductony courses

Using Xmipp

o LISIOfFrograms The whole Xmipp functionality
« Usefulscripts Tricks and scripts that make life easier
o UserSupport Ask the user's mailing list for specific help



Computational challenges:
High Performance Computing




High Performance Computing

Electron Tomography:

Image size: 2048x2048 (coming 4096x4096)
Number of images: 140

Data size: 140 x 2048x2048 x 8 = 4.37 GB
Reconstruction size: 500 x 2048x2048 x 8 = 15.6 GB
Acquisition rate: 6-12 tomograms/day

Computational needs:

Alignment (6-12 hours)
3D reconstruction (12-24 hours)



High-Performance Computing: GPUs
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High-Performance Computing:
Teraflop chips?

Overview Teraflops Research Chip

Leap ahead

Intel’s Teraflops Research Chip

TEF:‘ﬂI'.;ﬂS E'E:EEETd‘I Chip




Future of HPC for Electron Tomography

GPU

Multicore

Multicore

Memory
requirements

Deployment cost

Development cost

Execution time




High Performance Computing

Single Particle Analysis

Image size: 150x150

Number of images: 100k (coming 1M)

Data size: 100k x 150x150 x 8 = 16.7 GB
Reconstruction size: 150x150x150 x 8 = 25MB
Acquistion rate: 1 week (peak 250k/day)

Computational needs:

2D Classification: 2 months
3D Alignment and Reconstruction: 2 weeks
3D Classification: 8 months



High-Performance Computing:
Multiprocessor Cores

Mac hines Machine16

Reconstruction Conversion Speed-up Spead-up nstruction eed-up Conversion Speed-up Total

64 = 64 = 64

Sequential GBS - 2 140
2 threads 7 1.76 5.05 k= 7 L 081
4 threads 020 5 | 7.07 358 128
8 threads 7 T2 0.14 4.38 86 : ! .14 D40
16 threads .

Sequential
2 threads .

4 threads 21. .78 13 3.56
8 threads 68 Al : 0 G.GO
16 threads

2 threads
4 threads
8 threads
16 threads

2 threads
4 threads
8 threads
16 threads

J.R. Bilbao-Castro, et al. J. Structural Biology, 165: 19-26 (2009)



High-Performance Computing:
Parallel computing

hilities in the most common p

Package
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Eeference

Yan et al.
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van Heel et al. (1996)
Liang et al.

Kremer et al. (1996)

Chen et al. (1
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Frank et al (1 )
Zheng et al. (2007 )

Marabini et al. (1996)
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Simgle
particles’
Single
particles
Tomography
Single
particles
Simgle
particles
Single
particles
Single
particles’
Tomography

Single
particles
Tomogr aphy
Tomography

Single
particles

Parallelized tasks

Angular determination; reconstruction
Reconstruction

Reconstruction; denoising; resolution estimation

Classification; angular determination; reconstruction; Helixhunter,
foldhunter

Angular determination

Angular determination; reconstruction

Angular determination; reconstruction

CTF correction; reconstruction; denoising; dual-axis tomogram
combination

Reconstruction; alig t of two tilt series

Angular determination; reconstruction; template matching (fitting)

Reconstruction; template matching
Reconstruction

Classification & alignment via maximume-likelihood; angular

J.J. Fernandez, J. Structural Biology 164: 1-6 (2008)

Implementation
WPl
Custom
Custom
n; MPI; OpenMP,
pthreads
Custom
MPI
OpenMP, MFI

Custom

OpenMP, custom
AP

MPI, pthreads




High-Performance Computing:
Cloud computing




Location independency,
resource allocation, data transfers




Future of HPC for Single Particles

L_ocal Cloud
cluster | computing
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Summary

3D Electron Microscopy Is a very intensive
computational task demanding HPC

Most important factor:

— Electron tomography: low execution time

— Single particles: resource allocation

Different technologies have been explored
Winning technology:

— Electron Tomography: Multicore+GPU

— Single particles: Local clusters or cloud computing
More efficient development is needed

Computational cost will have to be explicitly considered
In Structural studies



	Computational problems in 3DEM
	Biological problem
	Why do we need image processing?
	Why do we need image processing?
	Why do we need image processing?
	Why do we need image processing?
	Why do we need image processing?
	Image Processing Packages: Xmipp
	Computational challenges:�High Performance Computing
	High Performance Computing
	High-Performance Computing: GPUs
	High-Performance Computing:�Teraflop chips?
	Future of HPC for Electron Tomography
	High Performance Computing
	High-Performance Computing: Multiprocessor Cores
	High-Performance Computing:�Parallel computing
	High-Performance Computing:�Cloud computing
	Location independency,�resource allocation, data transfers
	Future of HPC for Single Particles
	Summary

