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Mission Statement

To provide high performance computing and communication resources 
and services to the scientific community of Galicia and to the National 
Research Council (CSIC), as well as, to institutions and enterprises with 
R&D activity.

To promote the use of new information and communication technologies 
applied to research within the scientific community of Galicia.
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Current CESGA’s Community of Users

• Galician Universities

• Galician Regional Government Research Centres

• Spanish National Research Council (CSIC) Centres

• Other public or private organizations worldwide

๏ Hospital R&D Departments

๏ Industries R&D Departments

๏ Technological & Research Centres

๏ Other Universities worldwide

๏ Non-profit R&D organizations
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Services

• HPC, HTC & GRID Computing

• User Data Storage

• Advanced Communications Network

• e-Learning & Collaboration Infrastructures 

• GIS (Geographical Information Systems) 

• Transfer to the industry and e-Business Innovation 

Support
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Finis Terrae (2007) 

New HPC Supercomputer 2007

More than: 16,000 GFLOPS         2,580 CPUs          19,000 GB Memory

InfiniBand network          SuSE Linux

Ranked 100th in the Top500 list of November 2007
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Supercomputing Nodes:

147 cc-NUMA Nodes with Itanium CPUs 
connected through a high performance 
InfiniBand network (20 Gbps) 

 1 node: 128 cores, 1024 GB memory

 2 nodes: 64 cores, 128+256 GB 
memory

 142 nodes: 16 cores, 128 GB memory

 2 testing nodes: 4 cores, 4 GB 
memory

Finis Terrae (2007) 
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Parallel Filesystem HP-SFS: 

 20 Nodes (2x Dual-core Intel Xeon 
5160 CPUs)

 864 Hard Disks

 210 TB

 Based on Lustre

 Accessed through the InfiniBand 
network

Finis Terrae (2007) 
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Finis Terrae (2007) 
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Finis Terrae Node Architecture 
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Other examples: Opteron

Source: AMD

QUAD-CORE AMD OPTERON™ PROCESSOR-BASED SYSTEM (Barcelona) QUAD-CORE INTEL XEON PROCESSOR-BASED SYSTEM (Tigerton)

QUAD-CORE AMD OPTERON™ PROCESSOR-BASED 4P SERVER QUAD-CORE INTEL XEON PROCESSOR-BASED 4P SERVER

HyperTransport™ technology
buses enable glueless expansion

for up to 8-way servers

IDE, USB,
LPC, Etc.

GBE,
SATA

Separate memory and
I/O paths eliminate

most bus contention

Processors are directly
connected to processors;

cores are connected on die

HyperTransport link
has ample bandwidth
for I/O devices

PCI-X®
bridge1PCI-X® PCIe®

bridge2 PCI Express®

I/O
hub3

Memory capacity scales with
numbers of processors

DDR2DDR2

DDR2DDR2

AMD
Opteron™
Processor

with
Direct Connect

Architecture

AMD
Opteron™
Processor

with
Direct Connect

Architecture

AMD
Opteron™
Processor

with
Direct Connect

Architecture

AMD
Opteron™
Processor

with
Direct Connect

Architecture

USB
GPIO
SATA
PATA

Etc.

I/O and memory 
share same FSB
Memory access 

further tax the FSB

FBDIMM memory 
uses more power 
and has higher 
latency than DDR2

Memory access delayed
by passing through MCH

PCI Express x4 bus

PCI Express x4 bus

PCIx 133 bus

PCI 32/33 bus

Memory 
controller

hub (MCH)*

I/O controller
hub**

FBDIMM
(DDR2 
533, 667)

Intel
Xeon MP
Processor

Intel
Xeon MP
Processor

Intel
Xeon MP
Processor

Intel
Xeon MP
Processor

SM Buses

64M Snoop Filter2PCIe x4

2PCIe x4

2PCIe x4

IOP

LAN

PCI Express® x8

Memory traffic
I/O traffic
IPC traffic

OUTSTANDING PERFORMANCE WITH AMD64 AND 
DIRECT CONNECT ARCHITECTURE

AMD64 enables simultaneous high-performance on 64-bit and  »
32-bit applications
Addresses and helps reduce the real challenges and bottlenecks of  »
legacy system architectures by directly connecting the processors, 
memory, and I/O
Integrated DDR2 memory controller: low-latency, high-bandwidth  »
interface enables high performance on memory intensive applications 
while the on-line spare capability is designed to provide enterprise-
class reliability for your datacenter
HyperTransport » ™ Technology links: At up to 8GB/s bandwidth per link, 
with up to 3 links per processor connecting CPUs-to-CPUs and 
CPUs-to-I/O, provides bandwidth and scalability for supporting I/O 
intensive server and workstation applications
AMD Balanced Smart Cache and AMD Memory Optimizer Technology  »
are designed for exceptional performance on highly-threaded 
applications and multi-tasking environments

OPTIMAL VIRTUALIZATION 
Silicon-assisted AMD Virtualization » ™ (AMD-V™) with Rapid Virtualization 
Indexing, offers industry-leading performance, security and application 
support 
Rapid Virtualization Indexing significantly improves virtualized  »
application performance by enabling memory management in hardware 
rather than relying on slower software-based methods
Direct Connect Architecture for excellent scalability and performance  »
on I/O and memory-intensive virtualized application environments; 
for more virtual machines per server
Integrated memory controller offers industry-exclusive x86 capabilities  »
helping improve performance while efficiently enforcing security 
between virtual machines

INDUSTRY-LEADING PERFORMANCE-PER-WATT
Highly efficient computing cores with Enhanced AMD PowerNow! » ™ 
technology can reduce CPU power consumption to match application 
needs, for in power and cooling cost savings
AMD CoolCore » ™ technology reduces power to unused sections of the 
CPU to save on power and cooling costs
Dual Dynamic Power Management » ™ (DDPM™) helps maximize the 
power saving capabilities of AMD PowerNow!™ technology while 
maintaining memory throughput for improved application performance
Uses low-power, high-bandwidth DDR2 memory for excellent  »
performance that can consume almost 8 watts per DIMM less power 
than Fully Buffered DIMM memory

FRONT-SIDE BUS (FSB) BASED ARCHITECTURES CAN LIMIT 
PERFORMANCE AND SCALABILITY

Passage through memory controller hub (MCH) delays memory reads »
Memory and I/O must share FSB bandwidth, further reducing the  »
efficiency of the FSB
Hardware-assisted VT must run memory-intensive virtualization  »
applications over a shared front side bus
With one MCH per system, PCI Express » ® interface integration can 
limit expansion options
Workstation systems limited to a single PCIe x16 link with 5000X chipset »
Intel SpeedStep technology and demand-based switching lacking on  »
several processors

Quad-Core AMD Opteron™ Processor with Direct Connect Architecture

4P Server Comparison

1 AMD-8132™ HyperTransport PCI-X® Tunnel
2 Third-Party Chipsets
3 Intel 5000P, 5000V and 5000X Chipset
4 Intel 6300ESB I/O Controller

64

Opteron

FRONT SIDE BUS-BASED ARCHITECTUREDIRECT CONNECT ARCHITECTURE

 * Intel 7300 Chipset Memory Controller Hub
 ** Intel 631xESB/632xESB I/O Controller Hub
  NOTE: PCI Express® are bi-directional

Memory traffic
I/O traffic
IPC traffic



MADRID, SPAIN, 2009

The problem

HP Integrity RX 7640:

• 16 Cores

• 2 Cells

• 1 InfiniBand HCA
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The problem

HP Integrity RX 7640:

• 16 Cores

• 2 Cells

• 1 InfiniBand HCA

๏ It is not only a bottleneck (it is placed on one cell, what about the 

other one?)

๏ In Nehalem/Opteron machines the problem is quite similar (there 

is no cells, but they are NUMA machines with I/O interfaces 

associated to one/two processors)
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Influence on the Finis Terrae System
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Influence on the Finis Terrae System
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Influence on the Finis Terrae System
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Influence on the Finis Terrae System
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Influence on the Finis Terrae System
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The numbers

Point to point:

• Roughly 20% in average

• Up to 30%

Collectives (All to all):

• Roughly 3% in average

• Up to 15% (With HP-MPI. With Intel MPI unstable -but 

consistent- measures)
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The problem in the near future

Systems made of:

• 64? (RX-like) - 512? (Superdome-like) cores 

• 2? - 16? cells

• 1 InfiniBand HCA?

๏ How would it perform in a MPI_Alltoall operation?

๏ The scenario is quite similar in the x86-64 world.
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Summarizing

Current setups:

• Noticiable differences (not HUGE, but noticeable)

• Collective operations are less affected

๏ The time spended due to the algorithm complexity and intranode 

communications hides the problem

• Users can benefit from carefully planned affinity 

(specially SFS users)
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Summarizing

Future setups:

• The problem might become:

๏ Bigger (more cores accessing non-local HCA or an HCA accessing 

more non-local data -RDMA-)

๏ Widespreaded (all x86-64 systems will be NUMA)
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Possible Solution

Solution:

• Add hardware (HCAs)

๏ But it is expensive. Does it compensate?

๏ And we/runtime/application can not choose the HCA to be used

- What do we do now?



MADRID, SPAIN, 2009

Possible Solution

Solution:

• Add hardware (HCAs)

๏ But it is expensive. Does it compensate?

๏ And we/runtime/application can not choose the HCA to be used

- What do we do now?

‣ It is necessary to develop some mechanisms to allow the software 

stack (driver “routing”?) to choose the “nearest” HCA
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That is it!

Thank you!

dalvarez@cesga.es

mailto:dalvarez@cesga.es
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