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int.eu.grid overview

 Interactive and parallel grid computing
 OpenMPI & PACXMPI intracluster & intercluster support
 Different schedulers (PBS & SGE)
 InteractiveInteractive jobs, based on the glogin agent
 i2glogin which allow interactive parallel jobs. 
 Migrating Desktop: Graphical interface with advanced 

visualization capabilities to show up the results of the 
simulations in real time

 … Stay for the next presentation
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Accounting

 How, what, who, when…
 “Provide quantitative information primarily statistical in nature, 

about users, sites, and VOs, that is intended to be useful and enrich 
our understanding of the utilisation of grid resources by the 
different agents.”

 Based on the CESGA developments for EGEE:
Global Accounting portal
Regional Accounting portal
Accounting enforcement
Site managers support

 Additional develps. to cover parallelism & interactivity
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APEL: Architecture

Information is gathered from each site job’s accounting into 
a central repository R-GMA (Relational Grid Monitoring 
Architecture).
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APEL: LcgRecords Table

The information is stored using the schema proposed by the Open Grid 
Forum’s Usage Record Working Group.
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Monthly Summarization

 Information is updated hourly from R-GMA servers.
 Data is stored in local database. 
 And data is summarized by a monthly basis.
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New Parallel & Interactive job  
Accounting Portal. I

http://acct.i2g.cesga.es
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New Parallel & Interactive job  
Accounting Portal. New user interface

 For “Waiting Times” and “Number of jobs”+(Parallel type, Job 
Type, Interactive, Node Number) data is collected from RBs.

 All other cases data comes from R-GMA servers.
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New Parallel & Interactive job  
Accounting Portal II- Job type
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New Parallel & Interactive job  Accounting 
Portal III – Number of nodes per job
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Resource Broker’s Database
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RB’s data gathering process

 Resource Broker data query & transformation:
Waiting time.

 Job requirements information extraction:
JobType.
Interactive Agent.
Parallel Type.
NodeNumber.
Virtual Organization.
Executing Site.

 Insertion in local database “JobRequirements” table.
 Monthly Summarization in “SumNJobsRB ” table.
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“JobRequirements” table schema

 Data gathered from all Resource Brokers.
 Job requirements are parsed and transformed into a 

suitable database field format.
 Data is stored in local mySQL database.
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JobRequirements Gathered Data
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Waiting Time. Weighted average I

WT Site =
WT Site 
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∀Site

WT Site 
⋅100

WT=
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WT VO,Site ⋅NjobsVO,Site 
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Waiting Time. Weighted average II



Ibergrid 08, Porto, 13 May 2008 18

Monitoring

 Monitoring is proactive service that contributes to the detection 
and isolation of infrastructure problems:

Site administrators need to know infrastructure status to solve any 
possible trouble. 
Users need reliability that is accomplished through proactive 
monitoring. 

 Service Availability Monitoring (SAM) Environment .
 GridIce servers (Production and Development).
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SAM Monitoring

 The Infrastructure is monitored with SAME 
framework.

 https://sam.cyfronet.pl/i2g-sam/sam.py?
 Three VOs:

imon
imain
ihep

Three sensors:
CE
SE
RB

Tests are executed hourly.

https://sam.cyfronet.pl/i2g-sam/sam.py?
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New SAM Tests 

 New tests have been developed
 MPI job submission.

ask for 2 nodes, computes pi.

 PACX MPI job submission.
ask for 3 nodes,.

Interactive jobs with i2glogin.
 A daily version executed at 2:30 ask for 8 nodes 

(openmpi and pacx-mpi).
 Application (VO) oriented tests

Not only services, but real application testing
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SAM Portal
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Opportunity for improvements 

 System level accounting
 Resource reservation accounting

Important for parallel jobs
Efficiency accounting (already implemented)

 Automatic SLAs monitoring and negotiation
 Normalization
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Thanks! Questions?

 carlosf@cesga.es

 egee-admin@cesga.es

mailto:carlosf@cesga.es
mailto:egee-admin@cesga.esMejoras:

