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• Largest Production Grid Infrastructure
– 177 Sites
– 45 countries 

 Europe + America + Asia + Australia
– 27,671 CPUs
– 13,979 TB disk storage
– High Throughput >10,000 jobs/day
– 188 VOs (17 active)
– >2000 users (600 active)

What´s EGEE
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User Interface (UI)User Interface (UI): The place where users access the Grid

Computing Element (CE)Computing Element (CE): A batch queue on a site’s computers where
                                    the user’s job is executed

Storage Element (SE)Storage Element (SE): provides (large-scale) storage for files 
                             

Resource Broker (RB)Resource Broker (RB): Matches the user requirements with the available
                              resources on the Grid

Main components

Information SystemInformation System: collection information about the resource 
Characteristics and status of CE and SE
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How to start (Authentication & 
Authorisation)

• Ask user account to your nearest UI
– or install Gilda UI PnP from https://gilda.ct.infn.it/UIPnP/
– Gilda Virtual Services UI https://gilda.ct.infn.it/VirtualServices.html
– EGEE Grid Walkthrough http://www.eu-egee.org/try-the-grid

• Ask user certificate
– Spain: IRISGRID (http://www.irisgrid.es/pki)
– Portugal: LIPCA (http://ca.lip.pt)

• Install certificate in User Interface
• Join one (or more) Virtual Organization

– VO specific procedure
– Usually fill a web form

• ...  ready to submit jobs

https://gilda.ct.infn.it/UIPnP/
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Hello World example
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Gaussian example
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E-scientists’ concerns

• How to concentrate on my own 
research if the tool I would like to use 
is in continuous change?

• How can I learn and understand the 
usage of the Grid?

• How can I develop Grid applications?
• How can I execute grid applications? 
• How to tackle performance issues?
• How to use several Grids at the same 

time?
• How to migrate my application from 

one grid to another?
• How can I collaborate with fellow 

researchers?

Many solutions (growing number of interfaces and apps. over grid Middleware)
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Genius Portal
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GILDA: Testing and learning EGEE
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P-GRADE Portal

• General purpose, workflow-oriented computational Grid portal. Supports the 
development and execution of 
workflow-based Grid applications – a tool for Grid orchestration

• Based on GridSphere-2
– Easy to expand with new portlets (e.g. application-specific portlets)
– Easy to tailor to end-user needs

• Grid services supported by the portal:

MercuryJob monitoring

PROVEWorkflow & job visualization

GTbrokerWorkload Management SystemBrokering

Information system

Certificate management

File storage

Job execution

Service

MDS-2, MDS-4BDII

MyProxy

GridFTP serverStorage Element

GRAMComputing Element

Globus gridsEGEE grids

Solves Grid interoperability problem at the workflow level
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e-IMRT Project

• Radiotherapy planning
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Interactivity and parallel applications 
in the grid: Int.eu.grid

• Check the Int.eu.grid stand
• Has won demo contest in recent OGF
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Conclusions

• EGEE is the largest production grid infrastructure in 
the world

• Tools to submit, monitor and debug jobs exist 
• Originally intended for HTC applications missing MPI 

support (but improving)
• Middleware is mature
• Still needs better VO support


